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PREFACE 

Dear Readers, 

We are excited to bring you this work that will take you deep 

into the molecular world. Science is a reflection of humanity's 

passion for exploring unknown frontiers. This passion is constantly 

fueled by the desire to acquire new knowledge and insights. This 

book brings together a series of important studies that aim to delve 

deeper into scientific knowledge. “In Molecular Analysis: The 

Mystery of the Realm of Spectroscopic Techniques and 

Thermodynamic Properties” aims to provide readers who wish to 

understand the subtle fabric of science with a guide to unlock the 

doors of the molecular world and unravel its mysteries.  

The overall goal of our book is to explore molecular analysis 

through unique perspectives arising from the combination of 

spectroscopic techniques and thermodynamic properties. The 

combination of thermodynamic principles with the insights provided 

by spectroscopic techniques is the main focus of this book in order 

to understand and extend the understanding of the complexity of the 

molecular world. 

This book aims to not only provide readers with a scientific 

perspective, but also to inspire them to push the boundaries of the 

molecular world by arousing their scientific curiosity. It is intended 

as a comprehensive resource for both students and experts to 

understand the fundamentals of molecular analysis and deepen their 

knowledge in this field. We hope that “In Molecular Analysis: The 

Mystery of the Realm of Spectroscopic Techniques and 

Thermodynamic Properties” will take you on this magical journey, 

bring you together with science and deepen your curiosity. 

We wish you a good reading. 

Editor 

Prof.Dr. Cem Cüneyt ERSANLI 

Sinop University, Faculty of Arts and Sciences, Department of Physics, SİNOP
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CHAPTER I 

 

 

Characteristic Properties of Manganese (II) Center in 

Micro-crystalline CaCO3 at Low Temperature: An 

Electron Paramagnetic Resonance Investigation 
 

 

 

 

Özgül KARATAŞ1 

 

 

Introduction 

It is becoming increasingly clear that knowing possible lattice 

site energies and symmetries is necessary to understand how a 

transition metal ion distributes itself in a mineral. So much so that 

the substitution of the transition metal ion causes a decrease in 

symmetry in crystals and gives rise to some interesting spectral 

features. Electron Paramagnetic Resonance (EPR) is the most 

adequate technique to identify and characterize a great variety of 

paramagnetic ions, such as Mn2+, Fe3+, and V4+, in minerals (Duliu 

 
1  Assist. Prof. Dr., Konya Technical University, Vocational School of Technical 
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vd., 2019:2; Covaci ve Duliu 2013:2; Low ve Zeira, 1972: 1115; Pwa 

ve Van Moort 1999:156; Shepherd ve Graham, 1984:383; Duliu vd., 

2019:2). It provides valuable information about the oxidation states 

of transition metal ions and their site symmetry with respect to 

surrounding ligands. This method used in this study is based on the 

relationship between paramagnetic resonance and impurity in the 

calcite (CaCO3) mineral. 

Most minerals contain a number of paramagnetic ions; such 

that natural calcite (CaCO3) often shows traces of divalent 

manganese (II) (Mn2+). Manganese, which is among the first 

category of paramagnetic centers, has been investigated by many 

authorities for different natural calcite materials (Garribba, ve 

Micera, 2006:11; El Ali vd., 1993:189; Duliu, vd., 2019:3-15; 

Covaci ve Duliu 2013:1). This present work was carried out with the 

idea of obtaining more information about the EPR spectra of Mn2+in 

natural calcite at low temperatures. 

Material and Methods 

The polycrystalline sample that was used in this study was 

prepared by grinding a vessel fragment. Firstly, the studied sample 

was washed with pure water and alcohol, respectively, and then it 

was dried for two days at room temperature to protect it from dust. 

After that, it was grinded slowly and separated (  250 µm) by 

sieving. Approximately 200 mg of powder sample was used for EPR 

and XRD measurements. 

The mineralogical components of the sample were 

investigated using a Europe GNR 600 diffractometer equipped with 

a CuKα source (40 mA, 40 kV) at room temperature. Sample was 

analyzed from 2θ = 2° to 80° with 0.02° s/step.  

EPR spectra of the powdered sample were performed between 

4.2 – 298 K using a Bruker model X-band spectrometer supported 

by a standard helium flow cryostat. The powdered sample was 

placed in a quartz tube with an inner diameter of 3mm, and all 
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spectra were recorded using the same modulation amplitude for a 

microwave power of 0.2 mW for comparison. 

Results and Discussion 

X-ray Diffraction (XRD) Analysis 

The XRD spectral pattern was recorded to investigate the 

mineral phases in the studied sample, and it is given in Figure 1.  As 

shown in the figure, different diffraction peaks were observed, 

indicating the crystallinity structure in the sample. Analysis of the 
pattern revealed that this sample consists predominantly of calcite, 

and the dominant lines (as at 2 ~ 29.6.) belonged to this mineral. 

Additionally, it was determined that the minor phase in the structure 

was quartz. 

 

Figure 1. XRD powder pattern showing both major (calcite) and 

minor (quartz) mineralogical components of the sample 
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Electron Paramagnetic Resonance (EPR) Analysis 

A typical EPR spectrum of the powdered sample recorded at 

room temperature is shown in Figure 2. It was observed that the main 

resonance signal contains six hyperfine lines of Mn2+ in accordance 

with the mineralogical composition. The signal intensity was 

correlated with the concentration of Mn2+ in the mineral. The 

hyperfine coupling constant was calculated as 9 mT and g-factor was 

determined around g=2 at 298K. Additionally, the presence of a free 

radical (g = 2.004) located between the third and fourth lines, which 

was thought to have formed during the firing of the sample, was 

observed. 

 

Figure 2. The characteristic X-band EPR spectrum of Mn2+ ion in 

calcite recorded at 298 K 

Mn2+ spectrum consists of six lines of hyperfine structure due 

to the hyperfine interaction between nuclear spin I=5/2 and the 

effective electronic spin S=5/2 (electronic transition within the 1/2 
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Kramers doublet) (Duliu, vd., 2019:6). Thus, these six hyperfine 

lines appeared from the allowed transitions of Mn2+ ions. It was 

understood that the calcium atoms in the calcium carbonate lattice of 

calcite were replaced by manganese ions (Wildeman, 1970:1967), 

thus forming the characteristic spectrum shown in Figure 2.  

 

Figure 3. X-band EPR spectra of Mn2+ ion in calcite recorded at 

different temperatures 

The effect of variable temperature on EPR signal was 

investigated. For this, the measuring temperature of the cavity 

decreased down from 298 to 4.2 K gradually. Figure 3 represents the 

EPR spectra of Mn2+ ion in calcite recorded at different temperature. 

It was clearly seen in the figure that, as the temperature decreased, 

the measured signal increased with cooling. When the calculated 

hyperfine coupling constant parameters for each temperature, there 

was small changes were observed, but g-factor did not change over 

the temperatures.  
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Conclusion 

In summary, the XRD patterns revealed that the studied 

sample contained a highly dominant calcite mineral. The results 

obtained from the EPR spectra of manganese in the natural calcite 

mineral recorded at different temperatures showed that manganese 

was found as Mn2+ in the high ionic lattice regions and was isolated 

in the mineral. Furthermore, little changes were observed on the spin 

Hamiltonien parameters depend on the temperature. A more detailed 

treatment of the subjects is planned for later publication. 
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CHAPTER II 

 

 

Structure of Kidney Stones and Spectrometric 

Techniques That can be Used to Determine 

Constructional Differences in Kidney Stones 
 

 

 

 

Sevil DURDAĞI1 

Ali Seydi BOZKURT 2 

Ahmed  ALAIKHTARLU3 

 

 

1- INTRODUCTION 

Kidney stone; it is the name given to hard mineral substances 

that accumulate in the kidneys. Kidney stones form if calcium 

oxalate or uric acid is found in higher than normal concentrations in 

the urine. Urinary system stone disease is a common disease that 

 
1 Prof. Dr. Sevil DURUDAĞI, Erzincan Binali Yıldırım University, Faculty of Science 
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3 Ahmed ALAIKHTARLU, Erzincan Binali Yıldırım University, Faculty of Science and 
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affects approximately 10-15% of the population and is three times 

more common in men than in women. Kidney stone disease is one 

of the most common diseases worldwide and affects the population 

at rates varying between 7-13% in North America, 5-9% in Europe 

and 1-5% in Asia (Sorokin et al., 2017). It is a common disease 

affecting approximately 10-12% of men and 5-6% of women in 

European countries. Nutritional habits, daily fluid intake, genetic 

factors, gender, geography and climate, profession and age are the 

factors that make a difference in urinary tract stone disease 

(Trinchieri et al., 2017). An increase in its prevalence was observed 

in the second half of the twentieth century. It is also thought that this 

increase in prevalence may be due to the development of possible 

diagnostic methods. The occurrence and type of kidney stones vary 

not only by gender but also by age groups. In fact, calcium oxalate 

dihydrate stones are a stone component that is more common in the 

younger age group in both genders. 

Nephrolithiasis (urinary stone) has a structure that includes 

crystal structure components and organic matrix. Although the 

observed symptoms are similar, they are heterogeneous in terms of 

crystal structure composition and etiology of kidney stones. 

Structural examination of urinary stones using a single chemical 
method is very time-consuming and insufficient as it requires stone 

samples of a certain size for analysis and cannot distinguish between 

the two commonly found calcium stones (monohydrate/dihydrate). 

Furthermore, no single chemical method provides information about 

crystal phases and cannot detect rare drug-derived or metabolic 

compounds such as 2,8-dihydroxyadenine (Kourambas J, et al. 

2001), xanthine, or silica. 

Physical-chemical and mineralogical tools are increasingly 

used methods to investigate the composition of urinary stones 

(Shamema A.A, et al. 2015). Infrared spectroscopy examination 

surgically removed and spontaneously eliminated stones allows us 

to find out their qualitative composition. Interpreting the spectra by 

applying a computer program facilitates the identification of 

urolithiasis types. Compounds found in urinary stones may be of 
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organic nature (oxalic acid, uric acid, xanthine, cysteine, cholesterol) 

and/or inorganic nature (phosphates, carbonates). 

Identification of the pathological conditions involved in stone 

formation should be based on a careful study of the structure, as well 

as on the identification of the qualitative and quantitative crystal 

composition of urinary stones. Information about crystal structure 

and composition can be found using different physical methods. 

The main techniques used in the qualitative and quantitative 

examination of kidney stones are; X-ray diffraction, Fourier 

transform infrared spectrophotometry, chromatography, 

fluorescence, polarizing crystallography, chemical microscopy, 

spectroscopy and photomicroscopy techniques (Manzoor M.A.P, et 

al. 2019, Warty Y, et al. 2020). Schneider and his colleagues 

compared these techniques and showed that all of them made 

accurate determinations regarding stone analysis (Schneider H-J et 

al., 1973). The most reliable methods and recommended by the 

European Urology Association Guidelines are the X-ray diffraction 

method and Fourier Transform Infrared Spectrophotometry. 

Especially in recent years, IR spectroscopic analysis methods have 

become widespread. 

2- METHOD 

2.1. Epidemiology 

Kidney stone disease is becoming a common disease affecting 

human health worldwide. As countries industrialize, kidney stone 

patients are encountered more frequently. Since the 1990s, people 

with kidney stones have been found to have increased from 5% to 

10% of the population. 

Although kidney stones are more common in people between 

the ages of 20-49, they can occur at any age. In countries/cities with 

more industrialization, the incidence of urinary tract stones varies 

between 4% and 20%. The incidence of kidney stones in the United 

States is 10.6% in men and 7.1% in women. It has been reported that 
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one in every 11 Americans may develop kidney stones at least once. 

Bladder stones are more common than upper urinary tract stones in 

developing countries; this situation has been reported in the opposite 

way in developed countries. Another estimate is that, with global 

warming, the incidence of kidney stones may increase from 40% to 

56% by 2050. 

Kidney stones are more common in people who are overweight 

and prone to diabetes. It should not be forgotten that the recurrence 

of kidney stones is high and 50% of recurrent patients develop a 

second stone within 5 years after the first stone event. It is not well 

known what or what accelerates the process in recurrent stone 

formations. Therefore, it is unpredictable in which patient will have 

kidney stones again. Considering the high recurrence rate, careful 

patient follow-up and diagnosis and treatment as early as possible 

are required. However, there are still unanswered questions about the 

etiology, structural features and symptoms of kidney stone 

formation. 

2.2. Pathophysiology 

Kidney stones form from insoluble salts in the urine, and there 

are two basic mechanisms in this process. In the first, formation 

occurs when crystals come together with a non-crystalline protein 

(matrix) component. Salts in the urine precipitate and crystallize, and 

over time these crystals come together and grow large enough to 

cause clinical symptoms. 

In the second, a Randall plaque (always containing calcium 

phosphate) is typically formed as a result of the stone material 

precipitating on the renal papillary calcium phosphate nidus, for 

which calcium oxalate stones are usually responsible. We can say 

that most stones are composed of calcium salts such as calcium 

oxalate and calcium phosphate, while others are of the uric acid, 

cysteine and magnesium ammonium phosphate (struvite) type. 

In general, pathological biomineralizations cause kidney 

stones, but they may be of a type such as calcium oxalate, calcium 
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phosphate and uric acid, or may have more complex components. 

Although there are different chemical stages during the formation of 

kidney stones, different types of stones are formed as ionic 

components become oversaturated in this process. That is why it is 

necessary to examine the physical/chemical structure of kidney 

stones in order to understand the pathophysiology of kidney stones 

correctly and to develop and plan the correct techniques for 

treatment in the future. 

2.3. Crystal Components 

There are five main types with different causes of formation. 

Depending on your eating habits and hereditary characteristics, the 

possibility of your kidney stone type changing also increases. 

2.3.1. Calcium Oxalate Stones 

It is the most common type (approximately 70 to 80 percent) 

of kidney stone and occurs when the urine includes high levels of 

calcium and oxalates or uric acid and low levels of citrate. Stones of 

this type are linked to foods rich in oxalates, which are naturally 

found in plants and animals. Some of these foods include beets, black 

tea, chocolate, nuts, potatoes and spinach. To reduce the recurrence 

of kidney stones, your doctor may recommend dietary changes and 

ask you to reduce or completely eliminate the food intake mentioned 

above. Your doctor may also request a higher level evaluation of 

your urinalysis and metabolic functions. 

Calcium oxalate is in monohydrate and dihydrate forms or may 

be present in combination with uric acid or calcium phosphate. 

Calcium oxalate stones typically grow on the Randall plaque 

(composed of calcium phosphate) at the papillary end. 

2.3.2. Calcium Phosphate Stones 

Calcium phosphate stones are observed due to abnormalities 

in the functioning of the urinary system. Although they usually occur 

at the same time as calcium oxalate stones, your doctor may order a 
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series of blood and urine tests to accurately determine the cause of 

stone formation. 

Calcium phosphate type stones constitute 15 percent of kidney 

stones, but they may also be intertwined with calcium oxalate or 

struvite. Calcium phosphate type stones are not found mixed with 

uric acid type stones, as the solubility changes as the urine pH 

changes. There are two types of calcium phosphate stones: apatite 

(sometimes reported as carbonate apatite), which is the type of 

crystal found in bone, or calcium hydrogen phosphate (brushite). 

The incidence of apatite is much higher than brushite. When the 

urine is examined, calcium phosphate crystals are dark and 

amorphous. 

2.3.3. Struvite Stones 

Struvite stones, which are more common in women (due to the 

higher risk of urinary tract infection in women), occur in the upper 

urinary tract as a result of infections caused by urease-producing 

bacteria. These stones can grow very quickly, reach large sizes, and 

sometimes cover the entire kidney. So much so that, if left untreated, 

they can cause frequent and sometimes serious urinary tract 

infections and, as a result, loss of kidney function. 

Some other names for struvite crystals include triple phosphate 

and magnesium ammonium phosphate carbonate apatite. It accounts 

for approximately 1 percent of kidney stones. If patients who have 

previously been diagnosed with calcium-containing kidney stones 

are later infected with a urease-producing bacteria, when we look at 

the structure of the stone, we can see that it contains calcium oxalate 

or calcium phosphate in addition to struvite. 

2.3.4. Uric Acid Stones 

When we look at this type of stone, which is more common in 

men, we see that it occurs more in people who do not drink enough 

water or eat rich in animal protein. It has also been reported that it is 
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more likely to occur in patients with gout, those with a family history 

of this type of kidney stones, or those receiving chemotherapy. 

The most common crystal form containing urate is uric acid, 

occurring in approximately 8 percent of stones analyzed. Uric acid 

stones, sometimes found in combination with calcium oxalate, 

contain sodium urate and ammonium urate, which are among the 

rare crystals containing urate. 

2.3.5. Cystine Stones 

Cystine stones are caused by a rare inherited genetic disorder 

called "cystinuria" that can cause excessive amounts of cystine to 

accumulate in the urine. Formed when there is too much cystine in 

the urine, these stones can get stuck in the kidneys, bladder, or 

anywhere in the urinary tract. In most people with cystinuria, the 

disease tends to recur. It is a condition that cannot be cured, lasts a 

lifetime, and is constantly monitored by doctors. 

2.4. Mechanisms of Kidney Stone Formation 

The mechanism of kidney stone formation is a complex 

biochemical process related to urinary physicochemical changes and 

saturation, which is still not fully understood. The sequence of events 

in stone formation; It consists of nucleation, growth, accumulation 

and crystal retention in the kidneys. As a result of saturation, 

dissolved substances precipitate in the urine and nucleation occurs, 

which subsequently forms crystal deposits. Therefore, the 

crystallization process depends on the thermodynamics of the 

solution leading to nucleation and the rates of crystal growth. 

The stone formation process varies depending on the stone 

type and urine structure. For example, crystallization of calcium-

based stones (calcium oxalate or calcium phosphate) occurs if the 

urine is saturated if inhibitor concentrations are low. 

As the crystal grows, the crystals in the urine come together 

and form a small but hard mass. Stone growth occurs through the 
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aggregation of previously formed crystals or secondary nucleation 

of crystals on the matrix-covered surface. When a crystal in solution 

comes together to form a larger stone, it is called accumulation. 

Crystal deposition is considered one of the most critical steps in 

stone formation. 

2.5. Techniques Used for Analysis of Kidney Stones 

Different diseases may cause kidney stones. It is important to 

determine the stone structure correctly in order to determine 

appropriate treatment methods according to the stone type, to know 

its etiology, to prevent recurrences and to provide personalized 

treatment. Correctly performed stone analyzes are important in the 

initial evaluation. 

With spectroscopic analysis, the qualitative compositions of 

surgically removed or spontaneously passing stones can be 

determined. We can obtain more accurate and general information 

about the stone composition and structure, and its etiology due to the 

past conditions that led to the crystallization process. 

Some of the basic techniques used in the analysis of kidney 

stones are: 

2.5.1. Wet Chemical Analysis 

Although with this technique we can only detect the presence 

of individual ions and radicals and cannot distinguish mixtures 

(Kasidas et al., 2004), it is one of the most widely used methods in 

kidney stone analysis. 

2.5.2. Thermogravimetry 

Thermogravimetric analysis (TG or TGA) has been applied 

since the seventies (Lee et al., 2012). It works on the principle of 

continuously recording the weight loss in your sample. Since each 

substance has its own transformation properties, the starting and 

ending temperature of the transformation, the amount of weight 
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change, enthalpy, the structure of the substance and the magnitude 

of the weight change indicate the ratio of the elements present 

(Kasidas et al. 2004). 

Rose and Woodfine recommended this method for its rapid 

analysis of kidney stones (Rose & Woodfine, 1976). D'Ascenzo et 

al. compared the results of differential thermal analysis (DTA) with 

TGA in their study (D'Ascenzo et al., 1983). They stated that this 

technique has great accuracy as well as speed in identifying and 

recording the material at a certain temperature in kidney stone 

analysis. 

2.5.3. Polarization Microscopy 

The basic working principle of polarization microscopy is the 

interaction of crystals in the kidney stone structure with polarized 

light. Therefore, the color of the light, the amount of refraction, 

reflection or double reflection are the parameters that determine the 

minerals contained in the stone (Schubert G., 2006). The stone is 

broken and then a drop of liquid with the appropriate refractive index 

is dropped onto the crystal and examined under a polarizing 

microscope (Douglas and Tonks, 1979). 

2.5.4. Scanning Electron Microscope (SEM) 

Scanning electron microscopy is one of the most sensitive 

techniques used to examine the morphology and texture of urinary 

stones, especially in recent years. Surface structural characterization 

of kidney stones can be performed using scanning electron 

microscopy at various magnifications. Even if kidney stones are very 

small, it is possible to perform sensitive analyzes without disturbing 

the structure and morphology of the components (Durdağı et al. 

2023). As a result of producing very high resolution images, it 

provides a wide range of information on the composition of the 

crystal, its form, size, distribution, internal structure, location of the 

components, crystal transformations and the close relationship 

between crystals and organic components (Charafi et al., 2010). 
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2.5.5. Infrared Spectroscopy (IR) 

This method, which was first applied by Beischer for stone 

analysis in 1955, has since been known as the most popular and 

reliable method in quantitative stone analysis (Singh, 2008). Kidney 

stone samples to be examined are first exposed to infrared rays to 

create atomic and molecular vibrations. The spectra emitted by the 

samples are then recorded and the spectra are analyzed to determine 

the elemental composition of the stone (Nguyen Quy and Daudon, 

1997; Kasidas et al., 2004). One of the newest techniques developed 

in infrared spectroscopy is attenuated total reflection (ATR), and it 

has become possible to obtain more sensitive and accurate results 

(Schubert, 2006). One of the most important advantages of ATR is 

that it eliminates sample preparation steps by using KBr and allows 

direct analysis of kidney stones. In fact, it is extremely easy to 

determine the identity of calcium oxalate, which is difficult to 

analyze with other spectrometers, with ATR-IR spectroscopy (Bazin 

et al., 2012). Jubayir (Jubayir HN, 2023) emphasized the sensitivity 

of this technique in identifying organic and inorganic components 

by examining a series of kidney stones. 

2.5.6. Energy Dispersive X-Ray Analysis (EDXRF) 

Energy-dispersive X-ray Fluorescence (EDXRF) 

spectrometers are powerful analytical tools designed to determine 

the elemental compositions of various materials, that is, to perform 

qualitative and quantitative analyses. By measuring the energies and 

intensities of the emitted X-rays, it can be determined which 

elements are present in the sample and in what concentrations. One 

of the most important features of XRF analysis is that it enables non-

destructive analysis. Traditional chemical analysis methods such as 

ICP often require destruction/dissolution of samples, making them 

unusable for subsequent testing or sewage. However, XRF 

spectrometers allow you to examine materials without changing their 

properties or causing any damage to them. SEM is applied together 

with energy dispersive X-ray analysis (EDX) to map samples, or in 

other words, to analyze the types and amounts of elements on or near 
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the surface of kidney stones. The interaction of the electron beam 

with the sample surface and penetration into the depth of the sample 

produces X-rays that are characteristic of elements located on and 

near the surface of the sample. 

By examining the stones with this technique, Marickar and his 

colleagues examined the concentration percentages of the elements 

and thus learned the morphological characteristics of the crystals that 

make up all the stones (Marickar et al., 2009). In another study, 

stones were examined with EDXRF and the percentage of trace 

elements was determined, aiming to understand the role of these 

elements and their relationship with the patients' diets (Srivastava et 

al., 2014). Ali et al. used this technique to study the shape and spatial 

distribution of phases identified in kidney stones, and their results 

were promising and compatible with other applied techniques 

(Uvarov et al., 2011). 

2.5.7. Laser-induced breakdown spectroscopy 

The formation of high-temperature plasma with a short laser 

pulse is the main physical basis of LIBS technology. When a short 

pulsed laser beam is sent and focused on the sample surface, a small 

volume of the sample mass is removed by a process known as Laser 

Ablation, i.e. through both thermal and non-thermal mechanisms. As 

the laser pulse ends, the plasma will begin to cool, causing the 

plasma to emit light with distinct spectral peaks as the electrons of 

atoms and ions in excited electronic states return to their ground 

states. The different peaks in each analyzed sample are used to 

determine the chemical composition. By looking at the intensities of 

the LIBS peaks, the concentration of trace and major elements in the 

sample can be measured. With LIBS data analysis, both quantitative 

and material separations can be performed for a wide variety of 

sample matrices. 

LIBS is a sensitive and fast optical technique that can also be 

used to perform multi-element analysis of kidney stone samples 

(Singh and Rai, 2011). Singh et al. (2018) used the LIBS method in 
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the examination of kidney stones. Again, Singh and Rai, emphasized 

that this optical technique is a sensitive and rapid method in the 

analysis of kidney stones (Singh VK and Rai AK, 2011). In another 

study, LIBS was used to obtain the spatial distribution of trace 

elements in kidney stones and was stated to be a very suitable 

technique to obtain information about the elements within the 

sample (Singh et al., 2009). 

2.5.8. Laser Ablation Inductively Coupled Plasma Mass 

Spectrometry (LA-ICP-MS) 

Laser Ablation Inductively Coupled Plasma Mass 

Spectrometry (LA-ICP-MS) is an analytical technique that uses 

direct microscale sampling for elemental and stable isotope analyzes 

in solid materials with high sensitivity. It uses a powerful laser beam 

with nanosecond pulses to remove material from the surface of the 

sample. With the interaction of the laser with the sample surface, 

heating, evaporation and ionization occur in the sample material, 

which is called "laser ablation". The sample is then ionized in an 

inductively coupled plasma, transporting the atomic species as ions, 

separating them, and analyzing them according to their mass-to-

charge ratios over time. In such a way, major and trace element 

compositions can be analyzed up to detection limits of 10 parts per 

billion (ppb) in a sample. Many solid materials can be analyzed 

versatilely without requiring any special treatment for sample 

preparation. Even very small sample quantities (from picograms to 

femtograms) can be measured very precisely (one part per billion). 

Bu teknikle analizler verilecek 

2.5.9. Atomic absorption spectroscopy (AAS) 

Atomic absorption spectroscopy, often abbreviated as AAS, 

analyzes the concentration of elements in a liquid sample based on 

the energy absorbed from specific wavelengths of light (usually 190 

to 900 nm). By measuring the amount of light absorbed by free ions 

in the sample, the concentration of these atoms is determined. By 
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exposing a sample to light at a specific wavelength and then 

measuring how much of that light is absorbed by the sample, you 

determine not only the presence of an element in a sample, but also 

the concentration of that element. It can be used to examine both 

solid and liquid samples, as well as detecting approximately 70 

different elements. However, if you want to work with solid samples, 

you should know that your experiment requires additional 

processing. 

Although not as common as other spectrometric techniques, 

the structure of kidney stones has also been tried to be determined 

using AAS spectrometry. Joost and Tessadri determined 31 different 

trace elements in 24 different stones with AAS (Joost J. and Tessadri 

R., 1987). Trace element concentrations were also investigated in the 

blood, urine and hair of stone patients with significant trace element 

content. Taha et al. (2023) investigated the effects of Cu and Zn on 

the biochemical and molecular properties of CaOx stones using 

flame atomic absorption spectrometry (FAAS). Durak et al. (1988) 

determined magnesium and trace elements in 29 urinary tract stones 

using the atomic absorption spectrophotometric method. 

2.5.10. Particle Induced Emission (PIXE) 

Particle-induced X-ray emission, also known as proton-

induced X-ray emission (PIXE), is an analytical technique used to 

determine the elemental composition of a sample by measuring X-

rays emitted from a sample by high-energy ion bombardment. Due 

to high-energy ion bombardment with different beams on excitation, 

it produces X-rays with energies characteristic of the target element. 

He2+ or H+ charged particle beams are used in PIXE spectroscopy. 

With excitation, it removes an electron, and when the outer shell 

electrons change state to fill the inner shell gap, X-rays are emitted 

with certain energies. The emitted X-ray energies are independent of 

the excitation process but are characteristic of the elements present. 

Pineda et al. used micro-PIXE technology to understand and 

explain trace element concentrations within stones. (Pineda-Vargas 
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et al., 2009). In another study, they were used to map the distribution 

of calcium oxalate in kidney stones. This study provided important 

information to reveal the mechanisms of renal calculi growth and 

stimulation with micro-PIXE technology. 

2.5.11. X-ray computed microtomography (μCT) using 

synchrotron radiation (SR) 

In synchrotron accelerators, electron oscillation is essential in 

a loop with a diameter ranging from 10 meters to 100 meters (some 
larger than that). While the path of the electron is controlled by the 

magnetic field, a wide range of electromagnetic spectrum is 

produced, including X-rays, infrared and ultraviolet rays. The 

radiation produced by this type is more intense than the radiation 

produced by conventional X-ray devices, being highly concentrated 

and monochromatic. In addition, the synthesis and high brightness 

properties of this technique make it a very important tool to examine 

the distribution maps of trace elements within kidney stones 

(Manzoor et al., 2019). 

Stevens  et al. used μCT to study the mechanism of stone 

formation within Randall's plaque and the role of apatite in the 

growth process (Stevens et al., 2015). Kaiser et al. used μCT to 

investigate the microstructures of minerals localized in 

nephrolithiasis (Kaiser et al., 2011). Manzoor et al. examined the 

texture and pattern of trace metal deposition as well as 3D analysis 

of porosity and spatial variance of kidney stones with SR-μCT 

(Manzoor et al.,2017 ). 

2.5.12. X-ray Absorption Near Edge Spectroscopy (XANES) 

X-ray Absorption Near Edge Spectroscopy (XANES) is an 

analytical method used to determine the local electronic structure of 

an atom during a reaction or electrochemical process. This technique 

is often applied to monitor changes in oxidation levels of 

electrochemically active elements. It is a spectroscopic analysis 
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sensitive to element-specific and local binding that determines the 

partial density of unoccupied states of a molecule. 

Siritapetawee J. and Pattanasiriwisawa W. (2008) recorded 

XANES spectra around the K edges of sulfur, phosphorus, and 

calcium in unknown compounds of kidney stones. They found that 

the XANES results were in good agreement with diffraction chart 

data of the same stones obtained by the X-ray powder diffraction 

(XRPD) technique. 

2.5.13. X-ray Powder Diffraction (XRD) 

X-ray powder diffraction (XRD) is a laboratory technique used 

primarily for phase identification of a crystalline material, where 

information such as chemical composition, crystal structure, crystal 

orientation, crystallite size, lattice stress, preferred orientation and 

layer thickness can be obtained non-destructively and accurately. 

Powder diffraction is generally easier and more convenient than 

single crystal diffraction because it does not require making 

individual crystals. Before the sample to be analyzed, it is finely 

ground, homogenized and the average mass composition is 

determined. 

Durdağı et al. (2023) determined the phase composition of 

urinary stones taken from patients in Erzincan and its surroundings 

by X-Ray Diffractometer analysis. Although Orlando et al. (2012) 

used X-ray powder diffraction to study the phase composition of 

human kidney stones in Brazil. Sofińska-Chmiel W. et al. (2023) 

used identification methods such as Infrared spectroscopy (FTIR), 

X-ray diffraction (XRD) and electron microscopy with EDX 

detector to investigate the morphology and chemical composition of 

multicomponent kidney stones.  

3. CONCLUSION 

Analysis of the structure and composition of urinary stones can 

provide valuable information about the stone formation process. Our 

research on kidney stones since 2020 shows that each type of urinary 
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stones has unique microstructures, morphologies, elemental 

composition and distribution. Based on our studies, we can say that 

the formation mechanism of different urinary stones is not the same. 

Various techniques used for the analysis of kidney stones have 

both advantages and disadvantages compared to each other. FTIR 

and powder XRD techniques are extremely fast, relatively simple for 

sample preparation, and quite capable of identifying the major 

phases present in the particular analysis. However, they cannot help 

in determining the amorphous phase and water of hydration. The 

thermal technique is capable of determining water of hydration in 

analysis, but does not provide any information about the type of 

impurity phase present in the main phase of the stone (e.g. phosphate 

or oxalate type stones). The microscopic features of the analysis can 

be examined by SEM, which helps determine the arrangement of the 

microcrystalline phase in the stone matrix. Therefore, no single 

technique can provide complete information about the composition 

and structure of urinary stones and therefore requires another 

suitable technique for complementary information. However, with 

FTIR, clinicians can obtain enough information to treat the patient 

appropriately. However, accurate prediction of elemental contents is 

only possible with techniques such as EDAX and LIPS. 
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Theoretical Calculation of Second and Third Virial 

Coefficients for Kihara Potential 

 

 

 

 

Elif SOMUNCU1 

 

Introduction 

The determination of thermodynamic properties, transport 

properties and interaction potentials of atoms and molecules plays 

an important role in scientific and technological research. To 

accurately explain the thermodynamic properties of molecules, the 

nature of intermolecular forces must be fully understood. Therefore, 
many equations of state have been proposed for the study of such 

properties of atoms and molecules.  To date, many real gas equations 

of state, which give the gases at high pressure interrelationships 

between P V T− − , have been studied. The most important of these 

equations of state is the virial equation of state.  Virial equation of 

state has an important feature that determines the interdependent 
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changes of temperature, pressure, volume, and potential energy of 

the substance. The equation of state allows the determination of the 

physical properties of real gases, liquids, liquid mixtures, solids and 

even the internal structures of stars. 

Virial coefficients play a fundamental role in many aspects, 

including the deviation of the gas from the ideal state to the real state 

and the determination of intermolecular interactions in various 

temperature ranges (Kihara et al., 1956; Knoebel and Edmister, 

1968; Landau et al., 1980; McQuarrie et al., 1997; Widom, 2002; 

Boltachev and Baidakov, 2006; Kaplan, 2006; Somuncu and 

Mamedov, 2022). The study of intermolecular interactions 

determined according to Virial coefficients allows the investigation 

of many physical and chemical properties of molecules (Parsafar and 

Shokouhi, 2006; Abbaspour and Goharshadi, 2010). At the same 

time, virial coefficients have an important place in the study of 

thermodynamic properties (internal energy, enthalpy, heat capacity 

at constant volume, heat capacity at constant pressure, Joule-

Thomson coefficient, speed of sound) and transport properties 

(viscosity, diffusion, thermal conductivity) of gases (Kihara, 1953; 

Abdulagatov et al, 2002; Ramos-Estrada et al., 2004; Abbaspour and 

Goharshadi, 2010; Garberoglio et al., 2011; Kim et al., 2013). In 
addition, virial coefficients are also used in the study of 

superconductivity production and technological applications, 

determination of Boyle temperature, thermodynamic properties of 

industrial gases and hydrocarbons, which are major energy sources 

(Kihara, 1953; Glasser, 2002; Oh, 2010; Garberoglio et al., 2012; Pai 

and Bae, 2012). Virial coefficients have an important place in some 

fields of biology. For example, the second virial coefficient is used 

to study protein-protein interactions and to determine where the 

protein crystallises more easily (Deszczynski et al., 2006; Suzette et 

al., 2008; Gamez et al., 2011; Quigley et al., 2013). 

As it is understood, precise calculation of the virial coefficients 

is required for the analysis of atoms and molecules according to the 

virial equation. As it is known from the literature, analytical 

calculation of three, four and higher order virial coefficients remains 
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one of the important physical problems of today. Due to the 

difficulty of calculating three, four and higher order virial 

coefficients, they are usually calculated according to the solid sphere 

potential, which is easier. Somuncu et al. proposed analytical and 

numerical methods for the second, third and fourth order virial 

coefficients using Lennard-Jones (12-6), Sutherland, Kihara, 

Stockmayer, Morse-Morse-Spline-van der Waals potentials, which 

are mathematically difficult to work with, in addition to easily 

calculated potentials such as the solid sphere potential. 

Note that, selecting of virial coefficients for atoms and 

molecules allows precise calculation virial coefficients. Many 

numerical methods have been developed to calculate virial 

coefficients using various atomic or intermolecular interaction 

potentials. It is well known that numerical calculation methods give 

accurate results for a limited range of parameters and are not suitable 

for most systems because they are time consuming. Researchers 

have used a variety of numerical methods to address these 

shortcomings. However, due to some limitations, these integrals 

cannot be solved exactly. Numerical methods avoid parameter limits 

but cannot be applied to a wide range of parameters. Therefore, 

numerical calculation methods give accurate results for a limited 
range of parameters. Additionally, numerical methods do not 

provide exact solutions. Therefore, the computational accuracy and 

precision of evaluating virial coefficients over different potentials is 

a very important part of such studies. However, there are almost no 

analytical methods on this subject. Analytical calculation of higher 

virial coefficients of gases using interaction potentials between many 

atoms or molecules is one of today’s important physical problems.  

The Virial Equation of State 

Virial equation, which is a great achievement of statistical 

mechanics, is directly related to intermolecular interaction potentials 

(Kihara, 1953; Prausnitz et al., 1999). Virial equation has an 

important feature that determines the interdependent changes of 
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temperature, pressure, volume, and potential energy of the 

substance.  Virial equation of state is written following form: 

 

   
𝑃

𝑘𝐵𝑇
= 𝜌 + 𝐵2(𝑇)𝜌2 + 𝐵3(𝑇)𝜌3 + ⋯                                                   (1) 

 

where 𝐵2(𝑇) is second virial coefficient, 𝐵3(𝑇) is third virial 

coeffcent, so on (Hirschfelder  ve ark., 1954; McQuarrie, 1973; 

Chiew ve Sabesan, 1999). These coefficients describe the 

contribution from multiparticle interactions (McQuarrie, 1973; 

Hutem and Boonchui, 2012; Benjamin et al., 2007).  As can be seen 

from the equation, the N-dimensional problem can be reduced to 

one, two, three, ... dimensional states in a non-ideal gas (McQuarrie, 

1973). 

Second Virial Coefficient 

The second virial coefficient is very important as it is the first 

coefficient to depart from the ideal state as the pressure of the gas 

increases. This coefficient can be analyzed theoretically and 

experimentally (Graben and Present, 1964). Second virial coefficient 

is written following as: 

  𝐵2(𝑇) = −2𝜋𝑁𝐴 ∫ (𝑒−𝑢(𝑟) 𝑘𝐵𝑇⁄ − 1)
∞

0
𝑟2𝑑𝑟                                 (2)       

where 𝑘𝐵is Boltzmann constant, 𝑁𝐴 is Avogadro number and 

𝑢(𝑟)is intermolecular interaction energy (Garberoglio et al., 2011). 

As seen from this equation, the second virial coefficient, which gives 

the potential energy between two molecules, is physically and 

chemically related to the intermolecular potential. This coefficient 

depends on the temperature and the interaction between two 

molecules for pure substances (McQuarrie, 1973; Prausnitz, 1999; 

Garberoglio et al., 2011). Today, the second virial coefficient is used 

for the study of intermolecular potential models from the most 

complex to the simplest. The second virial coefficient takes negative 

values at low temperatures and positive values as the temperature 



 

--39-- 

 

increases (McQuarrine and Simon, 1997). From here, it can be 

determined in which temperature range the molecule shows 

repulsive or attractive properties. when it is zero, the gas is in the 

ideal state. The temperature at which the second virial coefficient is 

zero is called Boyle temperature (Kihara, 1953; McQuarrine and 

Simon, 1997). At this temperature, intermolecular repulsive and 

attractive forces are neglected. 

Third Virial Coefficient 

The third virial coefficient expresses the departure of the gas 

from the ideal state due to interactions between three molecules 

(Kihara, 1953; Prausnitz, 1999). This coefficient can be analyzed 

experimentally and theoretically (Hirschfelder et al., 1954). 

Third virial coefficient is expressed following form: 

 𝐵3(𝑇) = −
8𝜋2𝑁𝐴

2

3
= ∫ ∫∫𝑓12𝑓13 𝑓23𝑟12𝑟13𝑟23𝑑𝑟12𝑑𝑟13 𝑑𝑟23          (3)        

where ijf is Mayer functions (Hirschfelder et al., 1954). The 

Mayer function is defined following form: 

  𝑓𝑖𝑗 = (𝑒−𝑢(𝑟) 𝑘𝐵𝑇⁄ − 1)                        b                                       (4) 

Here, Mayer function depend on ( )iju r  intermolecular interaction 

energy (Hirschfelder et al., 1954). 

 

Figure 1. Interaction between three molecules 
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As can be seen from Figure 1, there are triple interactions as 

well as double interactions. Therefore, it is more difficult to work 

with third virial coefficients than second virial coefficients (Graben 

and Present, 1964). 

Fourth Virial Coefficient 

The fourth virial coefficient expresses the departure of the gas 

from the ideal state (Prausnitz, 1999).  The fourth virial coefficient 

𝐵4(𝑇) = −
3𝑁𝐴

3

8𝑉
= ∫ ∫∫3𝑓12𝑓23𝑓34𝑓14 + 6𝑓12𝑓23𝑓34𝑓14𝑓13 +

𝑓12𝑓23𝑓34𝑓14𝑓13𝑓24                                          (5)            

where ijf is Mayer functions (Hirschfelder et al., 1954; Boys 

and Shavitt, 1960).  

These coefficients are the sum of the three cluster diagrams 

shown in Figures 2-4. 

 
Figure 2. First cluster diagram (1/8) 
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Figure 3. Second cluster diagram (1/4) 

 

Figure 4. Third cluster diagram (1/24) 
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Due to the interactions between the four molecules, it is not 

easy to work with this coefficient experimentally and theoretically. 

It is very difficult to study the high-order virial coefficients for any 

suitable potential.  These coefficients are calculated for simple 

potentials such as the solid sphere potential. 

As can be seen, virial coefficients are analyzed by determining 

intermolecular interaction potentials according to the structural 

properties of the molecule (Kihara, 1953; Hutem and Boonchui, 

2012). Therefore, the conformity of the intermolecular interaction 

potentials used in the calculation of the virial coefficients and their 

numerical relationship with the selected function are very important. 

The selected intermolecular interaction potential function should be 

experimentally and theoretically compatible.  

Intermolecular interaction potentials 

Intermolecular interaction potentials used in the calculation of 

the second, third and fourth virial coefficients are determined 

according to the structural properties of atoms or molecules. Some 

of the interaction potentials used in analytical and numerical 

calculations are expressed as follows. 

Kihara Potential 

The Kihara potential, a three-parameter function, is an 

equation used to represent the interaction between non-polar 

molecules. Kihara potential for molecules with spherical nuclei is 

written following form:  

𝑢(𝑟) = {
∞                                                                   𝑟 < 𝑑

4𝜀 ((
𝜎−𝑑

𝑟−𝑑
)
12

− (
𝜎−𝑑

𝑟−𝑑
)

6
)                           𝑟 ≥ 𝑑

                      (6)   

where d is diameter of the spherical molecule core, 𝜀 is energy 

well depth, 𝜎 is the radius of collision (Prausnitz et al., 1999).  
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Definition of Second Virial Coefficient with Kihara Potential 

The new analytical formula has been derivate to calculate 

precision and correctly second virial coefficient over Kihara 

potential. The substituting Eq. (5) into Eq. (2), we obtained 

following formula: 

𝐵2(𝑇) = −2𝜋𝑁𝐴 (∫ (𝑒−∞ − 1)𝑟2𝑑𝑟
𝑑

0
+

∫ (𝑒
−

4𝜀

𝑘𝐵𝑇
((

𝜎−𝑑

𝑟−𝑑
)
12

−(
𝜎−𝑑

𝑟−𝑑
)
6
)
− 1) 𝑟2𝑑𝑟

∞

𝑑
)                                       (7) 

By taking partial integration of Eq. (7) and using the series 

expression in Eq. (7), we have obtained following analytical formula 

(Somuncu et al., 2020): 

𝐻[𝑢, 𝑘] = lim
𝑁→∞

∑
(4𝜀 𝑘𝐵𝑇⁄ )𝑡

𝑡!
(𝜎 − 𝑑)6+6𝑡𝑢(−

6𝑡+𝑘

12
)𝑁

𝑡=0                              (8) 

 

  (9) 

The Eq.(9) has been applied to molecule 
5 12n C H− . The 

parameters of the Kihara potential for 
5 12n C H−  is 

d=1.13139, 𝜀 𝑘𝐵 = 837.82⁄  and  𝜎 = 5.029 (Prausnitz et al., 1999). 

The calculation results have given in Table 1. 

Tablo 1. Compared with other studies of second virial coefficient 

for  
5 12n C H−  
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As seen from Table 1, the accurate and precision of results of 

second virial coefficient for 
5 12n C H−  are in good agreement with 

experimental data (Dymond et al., 2018).   

Definition of Third Virial Coefficient with Kihara Potential 

Three atomic system for the determination of the third virial 

coefficient: 

 

Figure 5. Three atom system 

( )T K
 

This work 
Mathematica numeric 

results 

Experimental 

(Dymond et al., 

2018) 

259.55 -1742.37 -1786.21 -1610 

300.00 -1161.74 -1205.58 -1159 

351.20 -772.616 -816.454 -783 

401.00 -556.693 -600.531 -578 

453.15 -413.21 -457.048 -445 

523.15 -289.428 -333.266 299 

548.16 -256.826 -300.664 -265 

623.15 -181.729 -225.567 -192 

648.15 -162.216 -206.055 -174 
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The values of r12, r13 and 𝑟23 have been defined following form: 

2 2

13 12 23 12 13 12 132 cos− = = + −r r r r r r r   

2

13 13 134=dr r dr  

2

12 12 122 sin=dr r dr d    

cos=   

The considering for r12, r13,  𝑟23  and 𝜂 values, the integrate 

formula for accurate and precise calculation of the third viral 

coefficient with Kihara potential has been presented following form: 

   (10) 

where  𝑟𝑖𝑗
∗ = 𝑟𝑖𝑗 𝜎⁄   ve 𝑑∗ = 𝑑 𝜎 − 𝑑⁄   ‘dir. The numerical formula 

for third virial coefficient with Kihara potential has been obtained 

following form: 

𝐵3(𝑇) =
12

(1 + 𝑑∗)6
[∫ (𝑒

−
4
𝑇∗((𝑟12

∗2−𝑑∗)
−12

−(𝑟12
∗2−𝑑∗)

−6
)

∞

0

− 1) 𝑟12
∗2 ∫ (𝑒

−
4
𝑇∗((𝑟13

∗2−𝑑∗)
−12

−(𝑟13
∗2−𝑑∗)

−6
)
− 1)

∞

0

𝑟13
∗2𝑑𝑑𝑟12

∗ 𝑑𝑟13
∗ ] 
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−
6

(1 + 𝑑∗)6 [∫ (𝑒
−

4
𝑇∗((𝑟12

∗2−𝑑∗)
−12

−(𝑟12
∗2−𝑑∗)

−6
)
− 1)

∞

0

𝑟12
∗2 ∫(−1)

∞

0

𝑟13
∗2𝑑𝑑𝑟12

∗ 𝑑𝑟13
∗ ]] 

  ∫ 𝑒

−
4

𝑇∗((√𝑟12
2 −2𝑟12𝑟13𝜂−𝑑∗)

−12

−(√√𝑟12
2 −2𝑟12𝑟13𝜂−𝑑∗)

−6

)
1

−1

]
 
 
 
 

𝑑𝑟12
∗ 𝑑𝑟13

∗ 𝑑𝜂      (11) 

Semi-analytical formula for accurate and precise calculation of 

the third viral coefficient with Kihara potential has been presented 

following form (Somuncu and Mamedov, 2018): 

𝐵3(𝑇
∗) =

12

(1+𝑑∗)6
𝐼(𝑇∗) −

6

(1+𝑑∗)6
𝐾(𝑇∗)                                           (12) 

𝐼(𝑇∗)    and  𝐾(𝑇∗) in Eq. (12) have derivated following as: 

( )
( ) ( ) ( ) ( )

12 6 12 6
* * * * * * * *

12 12 13 13* *

4 4

* *2 *2 * *

12 13 12 13

0 0

1 1
r a r a r a r a

T TI T r e r e dr dr

− − − −    
− − − − − − − −   

   
   

= − −              
    (13) 

( )
1 1

*3
2 4 2 6

* *

* *
0

1 3

2 12 2 4
*2

* *

2 7

2 4 2 13
*2

* *

1 1 4 3 4 5
2 6

3 6 ! 2 4 2 6

4 11 4 1
6

2 12 2 4

4 1 4 5
3 3

2 3 2

n n
N

n

n n

n n

a n n
I T a

n T T

n n
a

T T

n n
a a

T T

+ +

=

+ +

+ +


        = − + −  + −  + −                



       
 + +  + +       

       

     
 + +  +     

     



2

12


  
   



  (14) 
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( )
( ) ( ) ( ) ( )

( ) ( )

12 6 12 6
* * * * * * * *

12 12 13 13* *

12 6
2 2 * 2 2 *

12 13 12 13 12 13 12 13*

4 4

* *2 *2

13 13

0 0

41 2 2
* *

12 13

1

1 1
r a r a r a r a

T T

r r r r a r r r r a
T

K T r e r e

e dr dr d
 



− − − −

− −

    
− − − − − − − −   

   

 
− + − − − + − − 

 

−

    
= − −    

       

 
 

  
  

 



         (15) 

Tablo 2. Reduced second virial coefficient for different d values 

 

In Table 2, the accurate of the obtained reduced third virial 

coefficient is shown through its comparison with different results 

obtained using Lennard-Jones potential results (Hirschfelder et al., 

1954). Also, the Kihara potential gives the L-J (12-6) potential when 

the d potential parameter is equal to zero (Hirschfelder et al., 1954). 

Therefore, the calculated results for the reduced third virial 

coefficient have been compared with the obtained results from d=0 

and have demonstrated that the results are in good agreement in 

Table 2.  

 

 

  

             𝑑 

( )T K  

This work 

0.00 

 

Lennard-

Jones (12-6) 

potential 

0.00 

0.05 0.1 0.5 0.75 

0.50 -40.1638 -40.1638 -31.9503 -25.5726 -4.78344 -1.54602 

0.80 -0.84915 -0.84915 -0.394662 -0.072073 0.593839 0.538579 

1.00 0.429769 0.429769 0.518713 0.569523 0.508616 0.411836 

2.00 0.437073 0.437073 0.417365 0.399518 0.321698 0.31028 

3.00 0.352309 0.352309 0.345039 0.339313 0.329788 0.340075 

4.00 0.3266 0.3266 0.325697 0.32567 0.343447 0.360938 

5.00 0.315082 0.315082 0.3176 0.32058 0.35205 0.372907 

6.00 0.307625 0.307625 0.312248 0.317037 0.35664 0.379477 

10.00 0.286068 0.286068 0.294367 0.302369 0.356765 0.383438 
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